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As the economy has grown rapidly in recent years, more and more people have 

begun putting their money into the stock market. Thus, predicting trends in the 

stock market is regarded as a crucial endeavor, and one that has proven to be more 

fruitful than others. Profitable investments will result in rising stock prices. 

Investors face significant difficulties making stock market-related predictions due 

to the lack of movement and noise in the data. In this Project a new system for 

predicting stock market price is introduced namely, Stock Market Prediction 

based on Deep Leaning (SMP-DL/ (IEEE 2941-2021)). Also, in this Project, a 

mobile application based on SMP system was designed for anyone to have it on 

their mobile. The design application called Smart Trading Platform (STP). The 

main aim of this application is to enable anyone to speculate in the stock exchange 

in a simple and secure way. Firstly, SMP-DL/ (IEEE 2941-2021) splits into two 

stages which are; (I) Data Preprocessing (DP), and (ii) Stock Price’s Prediction 

(SP2). In the first stage, data is preprocessed to obtain cleaned ones through 

several stages which are; detect and reject missing value, reject outlier items, 

feature selection, and data normalization. Then in the second stage (e.g., SP2), the 

cleaned data will pass through the used predicted model. In SP2, Long Short-Term 

Memory (LSTM) combined with Bidirectional Gated Recurrent Unit (BiGRU) to 

predict the closing price of stock market. The obtained results showed that the 

proposed system perform well when compared to other existing methods. As 

RMSE, MSE, MAE, and R2 values are 0.2883, 0.0831, 0.2099, and 0.9948. 

Moreover, the proposed method was applied using different datasets and it 

performs well.  

_______________________________________________________________ 

Keywords: financial, Stock Price, Stock market, forecasting, Deep Learning, 

ML, DL, RNN, LSTM, GRU, BI-GRU. 
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✓ Market Risk. 

 

✓ Heavy loss:  

➢ One of the biggest causes of loss is the pressure on the Internet at the time 

of market activity. 

 
➢ The use of low-efficiency platform, and poor market analysis. 

 

 
✓ Complexity and dynamic environment of stock market.  

 

Solutions: 
 We built a Deep Learning model using RNN to predict the movement of stocks in 

the future and achieve the highest profit return, in  addition to we provided a safe 

mobile application platform for trading. 
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Chapter 1 

Introduction 
A b o u t S t o c k m a r k e t. 
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Introduction 

It's no secret that the financial market is fascinating to students and scholars of all stripes 

because it's a dynamic and ever-changing environment wherein to practice and hone their 

skills as traders, analysts, and other professionals. While different investors may approach 

the market from different angles for example, by studying market behavior, identifying 

influential factors, trading stocks, forecasting the direction of the market, making asset 

recommendations for portfolio management, etc. a lack of financial literacy and 

understanding of basic economic principles can have a significant impact on investment 

returns [1]. In the world, there are numerous stock exchanges that make up the stock market 

or equity market. Due to the law of supply and demand, investors and the general public 

buy and sell shares whose prices are constantly fluctuating [2,3]. Owning stock or shares 

in a company gives you ownership in it. A share is sought after at the lowest cost by buyers, 

while a share is sought after at the highest cost by sellers. 

The term stock market as shown in Fig.1 refers to several exchanges in which shares of 

publicly held companies are bought and sold. Such financial activities are conducted 

through formal exchanges and via Over-The-Counter (OTC) marketplaces that operate 

under a defined set of regulations.  Both “stock market” and “stock exchange” are often 

used interchangeably. Traders in the stock market buy or sell shares on one or more of the 

stock exchanges that are part of the overall stock market. Fig.2 shows stock exchange 

operators worldwide as of March 2023, by market capitalization of listed companies. 

Fig.1. stock market explanation  
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Fig.2. Stock exchange operators worldwide as of March 2023, by market capitalization of 

listed companies.  
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Stock markets are venues where buyers and sellers meet to exchange equity 

shares of public corporations. Stock markets are components of a free-market 

economy because they enable democratized access to investor trading and 

exchange of capital. Stock markets create efficient price discovery and efficient 

dealing. The stock market allows buyers and sellers of securities to meet, interact, 

and transact. The markets allow for price discovery for shares of corporations and 

serve as a barometer for the overall economy. Buyers and sellers are assured of a 

fair price, high degree of liquidity, and transparency as market participants 

compete in the open market. 

The Functions of a Stock Market. 

The stock market ensures price transparency, liquidity, price discovery, and fair 

dealings in trading activities. 

The stock market guarantees all interested market participants have access to data 

for all buy and sell orders, thereby helping in the fair and transparent pricing of 

securities. The market also ensures efficient matching of appropriate buy and sell 

orders. 

Stock markets need to support price discovery where the price of any stock is 

determined collectively by all of its buyers and sellers. Those qualified and 

willing to trade should get instant access to place orders and the market ensures 

that the orders are executed at a fair price. 

Traders on the stock market include market makers, investors, traders, 

speculators, and hedgers. An investor may buy stocks and hold them for the long 

term, while a trader may enter and exit a position within seconds. A market maker 

provides necessary liquidity in the market, while a hedger may trade in 

derivatives. 

- New York Stock Exchange (NYSE):  

The NYSE is the world’s largest stock exchange, offering icons and entrepreneurs 

the opportunity to raise capital and change the world. 
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The NYSE is owned by Intercontinental Exchange, an American holding 

company that it also lists (NYSE: ICE). Previously, it was part of NYSE Euronext 

(NYX), which was formed by the NYSE's 2007 merger with Euronext. 

 According to a Gallup poll conducted in 2022, approximately 58% of American 

adults reported having money invested in the stock market, either through 

individual stocks, mutual funds, or retirement accounts. 

- Top NYSE Stocks by Dollar Value: 

• Exxon Mobil Corp. (XOM) $110,500.5.  

• Citigroup, Inc. (C) $77,714.8.  

• Pfizer, Inc. (PFE) $76,547.1. 

• International Business Machines (IBM) $60,407.1.  

 

 Note: The Selection of company: 

We have collected data for (International Business Machines company) IBM stock. 
This is provided by New York Stock Exchange (NYSE) which is the world’s largest 
stock exchange. 

 

1.1. Project Motivations: 

Stock price prediction is an important problem. With a successful model 

for stock prediction, we can gain insight about market behavior over time , 

spotting trends that would otherwise not have been noticed. With the 

increasingly computational power of the computer, Deep Learning (DL) 

Specifically, Recurrent Neural Network (RNN)  will be an efficient method 

to solve this problem. 

In this project, we will introduce a framework in which we integrate user 

predictions into the current Deep Learning (DL) algorithm using public 
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historical data to improve our results. The motivated idea is that, if we 

know all information about todays stock trading (of all specific traders), 

the price is predictable. Thus, if we can obtain just a partial information, 

we can expect to improve the current prediction. our motivation is to design 

strong Deep Learning model that will benefit everyone and helps investors 

achieve the highest possible profit return and building an easy and secure 

trading platform. 

1.2. Project Aims: 

Stock Price Prediction is the task of forecasting future stock prices based 

on historical data and various market indicators. It involves using statistical 

models and machine learning algorithms to analyze financial data and 

make predictions about the future performance of a stock. The goal of stock 

price prediction is to help investors make informed investment decisions 

by providing a forecast of future stock prices. 

 

The entire idea of predicting stock prices is to gain significant profits. 

Predicting how the stock market will perform is a hard task to do. There 

are other factors involved in the prediction, such as physical and 

psychological factors, rational and irrational behavior, and so on. All these 

factors combine to make share prices dynamic and volatile. This makes it 

very difficult to predict stock prices with high accuracy. 
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1.3. Project Contributions 

The contribution of this Project is as follows: 

 

(i) We present an overview of all the key technical approaches employed for 

the prediction of stock prices. 
 

(ii) We explored various challenges in each approach, along with the future 

scope in each 

research and drew a comparative study of these approaches. 

 

(iii) First, stock technical indicators are considered to identify the uptrend in 

stock prices. We consider moving average technical indicators: moving 

average 30 days, moving average 50 days, and moving average 24 hours. 

 

(iv) We propose a hybrid stock prediction model using the LSTM and BI-

GRU. 

 

(v) We Design more than one prediction model, compared the results, and 

chose the best one . 

 

 

(vi) helps investors achieve the highest possible profit return and building an 

easy and secure trading platform. 
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As the economy has grown rapidly in recent years, more and more people have 

begun putting their money into the stock market. Thus, predicting trends in the 

stock market is regarded as a crucial endeavor, and one that has proven to be more 

fruitful than others. Profitable investments will result in rising stock prices. 

Investors face significant difficulties making stock market-related predictions due 

to the lack of movement and noise in the data. 

Stock Price forecasting is the task of forecasting future stock prices based on 

historical data and various market indicators. It involves using statistical models 

and machine learning algorithms to analyze financial data and make predictions 

about the future performance of a stock [4]. The goal of stock price prediction is 

to help investors make informed investment decisions by providing a forecast of 

future stock prices  and achieving the highest possible profit return, which is 

beneficial to the global economy [5]. 

. 

 

 

 

 

 

 

 

 

Relation with the Environment and Economic 

Benefits 
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Standard for Operator Interfaces of Artificial Intelligence: IEEE 2941-2021 

This standard defines a set of operator interfaces frequently found in artificial 

intelligence (AI) applications, where the AI operators refer to the standard 

building blocks and primitives for performing basic AI operations. It defines the 

functionality and the specific input and output operands of an AI operator. It takes 

into account both generality and efficiency, and covers various types of operators, 

such as those related to basic mathematics, neural network, and machine learning 

[6]. 
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Chapter 3 

R e l a t e d   W o r k . 
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Many researchers have devoted time and energy to studying the topic of stock 

price prediction because of its significance [7,8]. In this section, the previous 

work efforts about stock market prediction will be presented.  In [9], deep 

learning models for stock price prediction have been implemented. The proposed 

models are; Long-Short Term – Memory (LSTM) and Convolutional Neural 

Network (CNN) using the Hill Climbing (HC) heuristic. The proposed models 

have been used of predicting the closing price of 25 companies trading on the 

Bucharest Stock Exchange. Although the LSTM generates a larger total profit, 

the results show that the dual deep net contributes to a unique aspect of that profit 

in the investing simulation. When comparing the study's 25 companies, CNN has 

a larger profit in terms of gained market share than lost market share. While the 

annualized return yield from HC-LSTM is higher, the sharpness ratio is higher 

thanks to the contributions of HC-CNN. 

As provided in [10], the Adaptive Neuro-Fuzzy Inference System (ANFIS), 

SVM, and Artificial Bee Colony (ABC) have been introduced for predicting the 

stock price in the future. At first, in order to get the most accurate forecasts 

possible, technical indicators are optimized using ABC. Next, ANFIS has been 

used to forecast long-term price changes in the stocks. Finally, SVM was used to 

establish a link between the stock price and a technical indicator in order to reduce 

the forecasting errors of the presented model. Computational results have shown 

the efficacy of ABC-ANFIS-SVM as a tool for stock price forecasting, which will 

aid traders and investors in identifying stock price trends and represent a 

breakthrough in algorithmic trading. As illustrated in [11], a Deep Learning Stock 

Market Prediction (DLSMP) has been proposed. The main aim of the proposed 

method was focused on stock market group predictions. To achieve such aim, 

Decision Tree, Bagging, Random Forest, Adaptive boosting (Adaboost), gradient 

boosting, and eXtreme gradient boosting (XGBoost), and Artificial Neural 

Networks (ANN), Recurrent Neural Network (RNN) and Long Short-Term 

Memory (LSTM) were employed based on historical record of ten years of data. 

Experimental results in [11] have showed that LSTM is more accurate.  

  Related Work 
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As introduced in [12], an Innovative Neural Network Approach (INNA) has been 

developed to give more accurate stock market prediction. The proposed approach 

uses deep long short-term memory with embedded layer. Also, in [13], a Stock 

Prediction System (SPS) has been proposed. The proposed SPS involves; 1) 

representing numerical price data by technical indicators through technical 

analysis and representing textual news articles by sentiment vectors through 

sentiment analysis, 2) setting up a layered deep learning model to learn the 

sequential information within market snapshot series that is constructed by the 

technical indicators and news sentiments, and 3) setting up a fully connected 

neural network to make stock predictions. The findings obtained show that for 

both the validation and test sets, the proposed method outperforms the baselines 

across both metrics. 

As presented in [14], a new method has been proposed to predict stock market 

closing price in the next day. The proposed method called Convolutional Neural 

Networks, Bi-Directional Long Short-Term Memory, and Attention Mechanism 

(CNN-BiLSTM-AM). CNN-BiLSTM-AM splits into three stages which are; 

CNN was employed to extract features from input data. Then, the extracted 

feature data was learned and predicted using BiLSTM. Finally, the impact of the 

feature states of the time series data at various points on the prediction outcomes 

can be captured using AM. The results obtained demonstrated that the proposed 

CNN-BiLSTM-AM performs well where R2 is the closest to 1. Also, authors in 

[15] use several machine learning models to predict stock market movements 

through Spark MLlib using PySpark. These models are; linear regression, 

decision tree, random forest, and generalized linear regression. The results obtain 

demonstrate that generalized linear regression is more accurate model.  

 

Predicting stock market close prices using ANNs has been done previously in 

[16]. There are a number of limitations inherent to standalone ANNs that lead to 

poorer prediction accuracy. The utilization of hybrid models allows us to get 

around this limitation. Stock market forecasting using a combination of artificial 

intelligence networks and particle swarm optimization has been reported in the 

literature [17]. This article proposes a new improved method called Particle 

Swarm Optimization with Center of Gravity (PSOCoG) for rapidly achieving 

high-accuracy prediction. As a result, when comparing performance on the S&P 

500 dataset, ANN-PSOCoG was 13% more accurate in its predictions than ANN-

Standard PSO, 17% more accurate than SPSOCOG, nearly 20% more accurate 

than SPSO, and nearly 25% more accurate than ANN. When applying all of these 
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methods to the DJIA dataset, ANN-PSOCoG outperformed ANN-SPSO by about 

18%, SPSOCOG by about 24%, SPSO by about 33%, and ANN by about 42%. 

In addition, the proposed framework is examined in a COVID-19 infection 

model. For the S&P 500, GOLD, NASDAQ-100, and CANUSD datasets, the 

results showed that the proposed model accurately predicted the closing price 

when MAPE, MAE, and RE values were extremely small. 

As presented in [18], a novel model which is called Improved Particle Swarm 

Optimization (IPSO) and Long-Short Term Memory (LSTM) has been proposed 

to forecast stock price. Actually, IPSO was used to set the hyperparameter of 

LSTM. As demonstrated experimentally in [18] the proposed model 

outperformed support-vector regression, LSTM, and PSO-LSTM on the 

Australian stock market index. These findings demonstrated that the proposed 

model is highly trustworthy and has excellent predictive ability. The authors in 

[19] used 1D DenseNet and an autoencoder to forecast the price of stocks at the 

end of the day. The computed stock technical indicators (STIs) were first fed into 

an autoencoder for dimensionality reduction, which led to lower levels of 

correlation between them. The 1D DenseNet was fed both the STIs and the Yahoo 

finance data. The 1D DenseNet's output features were fed into the 1D DenseNet's 

softmax layer for closing stock price prediction across time horizons. 

 

As illustrated in [20], a new forecasting method in the neural network structure 

based on the Induced Ordered Weighted Average (IOWA) Weighted Average 

(WA) and fuzzy time series. First, it makes a theoretical contribution by 

suggesting a new IOWAWA layer in neural networks to deal with complex 

nonlinear prediction for a large data set. The second originality is using the 

method to forecast nonlinear financial market data. The proposed IOWAWA was 

compared to sixteen existing method and the results demonstrate that IOWAWA 

performs well. 
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Chapter 4 

Proposed System 
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In this project we attempt to implement machine learning and Deep Learning 

approach to predict stock prices. Deep Learning is effectively implemented in 

forecasting stock prices. The objective is to predict the stock prices in order to 

make more informed and accurate investment decisions. We propose a stock price 

prediction system that integrates mathematical functions, Deep Learning, and 

other external factors for the purpose of achieving better stock prediction 

accuracy and issuing profitable trades. 

our motivation is to design strong Deep Learning model that will benefit everyone 

and helps investors achieve the highest possible profit return and building an easy 

and secure trading platform. 

 

4.1. Project Aims: 

Stock Price Prediction is the task of forecasting future stock prices based on 

historical data and various market indicators. It involves using statistical models 

and machine learning algorithms to analyze financial data and make predictions 

about the future performance of a stock. The goal of stock price prediction is to 

help investors make informed investment decisions by providing a forecast of 

future stock prices. 

The entire idea of predicting stock prices is to gain significant profits. Predicting 

how the stock market will perform is a hard task to do. There are other factors 

involved in the prediction, such as physical and psychological factors, rational 

and irrational behavior, and so on. All these factors combine to make share prices 

  Proposed System 
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dynamic and volatile. This makes it very difficult to predict stock prices with high 

accuracy.  

4.2. Project Methodology: 

A project system is employed for the suggested solution, with a focus on 

scalability and sustainability. An overall outline of the proposed system is 

shown in Fig. 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Project Methodology 
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4.2.1. Survey. 

Pre-building system stage. At this stage, we conducted a survey on the global 

Robinhood platform for stock trading to find out the opinions of investors 

whether they are interested about using artificial intelligence in trading or not. 

Now we will clarify the question we asked and some of the investors' responses 

as shown through fig. 4 to fig.7. 

 

 

 

 

 

 

 

 

 

Fig.4. survey question. 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Answer survey question Fig.6. Answer survey question 

Fig.7. Answer survey  

Question  
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4.2.2. Web scraping. 

Phase-I 

- Web Definition  

World Wide Web (WWW), commonly known as the Web, is an information 

system enabling documents and other web resources to be accessed over 

the Internet 

- Data Shape  

Factual information (such as measurements or statistics) used as a basis 

for reasoning, discussion, or calculation. 

In general Data can come in the form of text, observations, figures, images, 

numbers, graphs, or symbols. For example, data might include individual 

prices, weights, addresses, ages, names, temperatures, dates, or distances. 

Data is a raw form of knowledge. 

In our case We will extract data from Financial Markets and analysis 

consumer trends and understanding which direction the company should 

move in the future. 

Phase II 

- Web Scraping Definition  

“Web scraping” also called crawling or spidering, is the automated 

gathering of data from an online source usually from a website [7]. 

 

 

 

 

 

 

 

 
Fig.8. Web Scraping process 
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- How Web Scrapers Work . 

• Web Scrapers can extract all the data on particular sites or the 

specific data that a user wants. Ideally, it’s best if you specify the 

data, you want so that the web scraper only extracts that data quickly. 

For example, you might want to scrape an Amazon page for the 

types of juicers available, but you might only want the data about 

the models of different juicers and not the customer reviews. 

 

• So, when a web scraper needs to scrape a site, first the URLs are 

provided. Then it loads all the HTML code for those sites and a more 

advanced scraper might even extract all the CSS and Java script 

elements as well. Then the scraper obtains the required data from 

this HTML code and outputs this data in the format specified by the 

user. Mostly, this is in the form of an Excel spreadsheet or a CSV 

file, but the data can also be saved in other formats, such as a JSON 

file. 

- Price Monitoring. 

• We built a script to track multiple stock prices, organize them into 

an easy-to-read CSV file that will update itself with the push of a 

button, and collect hundreds of data points in a few seconds. 

•  

- Why is Python a popular programming language for Web Scraping. 

Python seems to be in fashion these days! It is the most popular language 

for web scraping as it can handle most of the processes easily. It also has 

a variety of libraries that were created specifically for Web Scraping. 

• Scrapy is a very popular open-source web crawling framework 

that is written in Python. It is ideal for web scraping as well as 

extracting data using APIs. 

• Beautiful soup is another Python library that is highly suitable for 

Web Scraping. It creates a parse tree that can be used to extract 

data from HTML on a website. Beautiful soup also has multiple 

features for navigation, searching, and modifying these parse trees 
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Fig.9. BeautifulSoup Library 

 

Libraries we used: 

 

• BeautifulSoup v4.11.1 

• yfinance v0.1.85 

• datetime 

 

 

4.2.3. Data Preprocessing. 

- The definition of Data Preprocessing.  

• Data preprocessing, a component of data preparation, describes any 

type of processing performed on raw data to prepare it for another 

data processing procedure [22,23]. It has traditionally been an 

important preliminary step for the data mining process. More 

recently, data preprocessing techniques have been adapted for 

training machine learning models and AI models and for running 

inferences against them. 

 

• Data preprocessing transforms the data into a format that is more 

easily and effectively processed in data mining, machine learning 

and other data science tasks. The techniques are generally used at 

the earliest stages of the machine learning and AI development 

pipeline to ensure accurate results [24,25]. 
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Fig.10. Data Preprocessing Process. 

 

 

- Data Cleaning definition. 

• the process of fixing or removing incorrect, corrupted, incorrectly 

formatted, duplicate, or incomplete data within a dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.11. Data Cleaning Cycle  
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- Data integrity. 

• Data integrity refers to the accuracy and consistency (validity) of 

data over its lifecycle. Compromised data, after all, is of little use to 

enterprises, not to mention the dangers presented by sensitive data 

loss. For this reason, maintaining data integrity is a core focus of 

many enterprise security solutions.  

 

• Data integrity can be compromised in several ways. Each time data 

is replicated or transferred, it should remain intact and unaltered 

between updates. Error checking methods and validation procedures 

are typically relied on to ensure the integrity of data that is 

transferred or reproduced without the intention of alteration. 

- Data transformation. 

• Here, data scientists think about how different aspects of the data 

need to be organized to make the most sense for the goal. This could 

include things like structuring unstructured data, combining salient 

variables when it makes sense or identifying important ranges to 

focus on. 

- Data reduction. 

• Raw data sets often include redundant data that arise from 

characterizing phenomena in different ways or data that is not 

relevant to a particular ML, AI or analytics task. Data reduction uses 

techniques like principal component analysis to transform the raw 

data into a simpler form suitable for particular use cases [26,27]. 

 

• Data reduction. Data scientists often need to combine a variety of 

data sources to create a new AI or analytics model. Some of the 

variables may not be correlated with a given outcome and can be 

safely discarded. Other variables might be relevant, but only in terms 

of relationship -- such as the ratio of debt to credit in the case of a 

model predicting the likelihood of a loan repayment; they may be 

combined into a single variable. Techniques like principal 

component analysis play a key role in reducing the number of 

dimensions in the training data set into a more efficient 

representation. 
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- Feature Engineering. 

Feature engineering, as noted, involves techniques used by data scientists 

to organize the data in ways that make it more efficient to train data models 

and run inferences against them [29,30]. These techniques include the 

following: 

• Feature scaling or normalization. Often, multiple variables change 

over different scales, or one will change linearly while another will 

change exponentially. For example, salary might be measured in 

thousands of dollars, while age is represented in double digits. 

Scaling helps to transform the data in a way that makes it easier for 

algorithms to tease apart a meaningful relationship between 

variables. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.12. Data Normalization 
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- The Description of dataset: 

• The Selection of company: We have collected data for 

(International Business Machines company) IBM stock.  

This is provided by New York Stock Exchange (NYSE) which is the 

world’s largest stock exchange 

• data was extracted for period 3/25/2022 to 4/6/2020 interval to 

minutes and data shape (216883, 6).  

 

 

 

 

  

 

 

 

Fig.13. Data Shape. 

 

• Adjustment of closing price: 

The last quoted price for a stock during a day is called its closing 

price. This is the standard price considered during financial time 

series analysis. This, however, needs to be adjusted for corporate 

actions before doing any analysis on historical data. These actions 

could be stock splits, dividends or rights offerings. All of these affect 

the “nominal” price of the stock though none of them affects its 

“true” price. For proper training of the LSTM and GRU, the price 

effect of these actions needs to be removed from the nominal stock 

price. The closing price after these adjustments is called the adjusted 

close price and has been used in our analysis. 
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4.2.4. Machine Learning model (ML model): 

we discuss some of the most common traditional machine learning algorithms 

that are used for machine vision. With so-called supervised machine learning, we 

can model relationships between the target prediction output and the input 

features. To achieve good performance, the input features must be carefully 

selected by people before the algorithm is trained on the data [31,32] 

Today, traditional machine learning algorithms are significantly overshadowed 

by deep learning. However, they are still well suited for many applications 

independently or as a support in complex pipelines. Traditional machine learning 

is able to perform two tasks: regression and classification. 

 

• Linear, polynomial and logistic regressions. 

Linear regression is a model that assumes a linear relationship 

between the input variables (x) and the output variable (y). The main 

goal of a linear regression model is to fit a linear function between 

data points, i.e.  to find the optimal values of intercept and 

coefficients, so that the error is minimized.  

So, how do we achieve the optimal linear relationship? Let’s have 

a closer look.  

Let’s say we have an input with a set of features {Feature1, 

Feature2, ... , Feature N} and a mathematical model showing us how 

to make a prediction. In our case, this is a linear function with a set 

of unknown coefficients {bias, C1, C2, ..., CN} 

Prediction = bias + C1 ⋅Feature1 + C2⋅Feature2 + ... + CN⋅ Feature N 

To start our search for the optimal linear relationship, we can set the 

coefficients to random or at least intuitively reasonable values. 

Based on these, our model can make its first prediction. Now we can 

measure how far the predicted value is from the ground truth by 

computing the mean squared error: 

Error =1/M [ (Prediction1 -True Value1)
2 + ... + (Prediction M-True 

Value M)2] 

We want our predictions to be as close as possible to our ground 

truth values. To achieve this, we are going to update our coefficients 

in iterations by means of an optimization algorithm.  
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This way, we reduce the error with each iteration.  Importantly, we 

want our model to generalize well on data the model has never seen 

before. For this purpose, we split our dataset into a training and a 

validation subset. We use the training dataset to adjust the 

coefficients and the validation subset to independently estimate how 

the model performs on unfamiliar data. The model’s performance on 

the independent validation set is used for the final model selection. 

In many cases, the data will be nonlinear in nature, requiring a 

nonlinear function to model. In that case, we can use 

polynomials When the number of input features is high, linear and 

polynomial regression models tend to overfit the data (meaning, they 

generalize poorly on data they have never seen). In that case, we can 

use other regression models, such as Ridge regression or Lasso 

regression, that include the regularization terms to reduce 

overfitting.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.16. Logistic Regression. 

 Fig.14. Linear Regression. 

 

 Fig.15. Polynomial Regression. 
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- Overall Architecture: 

 

 

 

 

 

 

 

 

 

Fig.17. ML Model Architecture. 

 

Results: 

• Since the model's predictions were accurate enough, it failed to 

predict stock prices correctly, which prompted us to use a more 

complex and highly efficient model using Deep Learning. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.18. ML Model Results. 
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1. Pandas 1.4.2 

2. Matplotlib 3.5.1 
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4. Sklearn 1.0.2 
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4.2.5. Deep learning.  

 

- Deep learning Definition is a subset of machine learning, which is 

essentially a neural network with three or more layers. These neural 

networks attempt to simulate the behavior of the human brain—albeit far 

from matching its ability—allowing it to “learn” from large amounts of 

data. While a neural network with a single layer can still make approximate 

predictions, additional hidden layers can help to optimize and refine for 

accuracy. 

- Deep Learning methodology. 

Deep learning neural networks (DNN), or artificial neural networks 

(ANN), attempts to mimic the human brain through a combination of data 

inputs, weights, and bias. These elements work together to accurately 

recognize, classify, and describe objects within the data. 

- Deep neural networks consist of multiple layers of interconnected nodes, 

each building upon the previous layer to refine and optimize the prediction 

or categorization. This progression of computations through the network is 

called forward propagation. The input and output layers of a deep neural 

network are called “visible layers”. The input layer is where the deep 

learning model ingests the data for processing, and the output layer is 

where the final prediction or classification is made. 

 

 

 

 

 

 

 

 

                                      

Fig.19. Simple Neural Network. 
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Another process called backpropagation uses algorithms, like gradient 

descent, to calculate errors in predictions and then adjusts the weights and 

biases of the function by moving backwards through the layers in an effort 

to train the model. Together, forward propagation and backpropagation 

allow a neural network to make predictions and correct for any errors 

accordingly. Over time, the algorithm becomes gradually more accurate. 

 

- The most popular two types of neural networks. 

o Convolutional neural networks (CNNs), used primarily in 

computer vision and image classification applications, can detect 

features and patterns within an image, enabling tasks, like object 

detection or recognition [30]. In 2015, a CNN bested a human in an 

object recognition challenge for the first time [30,31]. 

 

o Recurrent neural networks (RNNs), are typically used in natural 

language and speech recognition applications as it leverages 

sequential or times series data. 

 

 Note:    We built a deep learning model in this project using the Recurrent Neural Network (RNN). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.20. Recurrent Neural Network (RNN). 
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- Deep learning applications. 

Real-world deep learning applications are a part of our daily lives, but in 

most cases, they are so well-integrated into products and services that users 

are unaware of the complex data processing that is taking place in the 

background. Some of these examples include the following: 

o Financial services: 

Financial institutions regularly use predictive analytics to drive 

algorithmic trading of stocks, assess business risks for loan 

approvals, detect fraud, and help manage credit and investment 

portfolios for clients. 

 

o Customer service: 

Many organizations incorporate deep learning technology into their 

customer service processes. Chatbots—used in a variety of 

applications, services, and customer service portals—are a 

straightforward form of AI. Traditional chatbots use natural 

language and even visual recognition, commonly found in call 

center-like menus. However, more sophisticated chatbot solutions 

attempt to determine, through learning, if there are multiple 

responses to ambiguous questions. Based on the responses it 

receives, the chatbot then tries to answer these questions directly or 

route the conversation to a human user. 
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- Structure Chart. 

A structure chart (SC) in software engineering and organizational 

theory is a chart which shows the breakdown of a system to its lowest 

manageable levels. They are used in structured programming to arrange 

program modules into a tree. Each module is represented by a box, which 

contains the module's name. 
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Fig.21. Deep Learning Model  

Structure. 
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- Data Splitting: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this method the mostly large dataset is randomly divided to three 

subsets: 

• Training set is a subset of the dataset used to build our predictive 

model. 

 

• Validation set is a subset of the dataset used to assess the 

performance of model built in the training phase. It provides a test 

platform for fine tuning model’s parameters and selecting the best-

performing model. 
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Fig.22. Data Splitting (Train, Test & 

Validation). 
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- Test set or unseen examples is a subset of the dataset to assess the likely 

future performance of a model. If a model fit to the training set much better 

than it fits the test set, overfitting is probably the cause. 

 

 

 

 

Fig.23. Overfitting, Good fitting & Underfitting. 

 

- Treatments: 

• Regularization Techniques: 

o Lasso (L1). 

o Ridge (L2). 

o Elastic Net. 
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- Regularization Techniques: 

Regularization is a technique used in machine learning and deep learning 

to prevent overfitting and improve the generalization performance of a 

model. It involves adding a penalty term to the loss function during 

training. This penalty discourages the model from becoming too complex 

or having large parameter values, which helps in controlling the model’s 

ability to fit noise in the training data. Regularization methods include L1 

and L2 regularization, dropout, early stopping. 

 

 

 

 

 

 

 

 

 

 

 

Fig.24. Regularization Techniques. 

 

- Vanishing Gradient Problem: 

The vanishing gradient problem is caused by the fact that while the process 

of backpropagation goes on, the gradient of the early layers (the layers that 

are nearest to the input layer are derived by multiplying the gradients of 

the later layers (the layers that are near the output layer). Therefore, if the 

gradients of later layers are less than one, their multiplication vanishes at a 

particularly rapid pace. 
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• Backpropagation through the time. 

 

 

 

 

 

Fig.25. Vanishing Gradient Problem. 

 

- Overcoming vanishing gradient problem. 

Here are some methods that are proposed to overcome the vanishing gradient 

problem: 

• Residual neural networks (ResNets) 

• Multi-level hierarchy 

• Long short term memory (LSTM) 

• Faster hardware 

• ReLU 

• Batch normalization 

 

- Long short-term memory (LSTM): 

Long Short Term Memory (LSTM) was created specifically for the purpose of 

preventing the vanishing gradient problem. It manages to do that with the 

Constant Error Carousel (CEC). However, even in an LSTM, the gradients do 

tend to vanish; they just vanish at a far slower pace than they do in regular 

recurring neural networks. 

 

Long Short-Term Memory Networks is a deep learning, sequential neural 

network that allows information to persist. It is a special type of Recurrent Neural 

Network which is capable of handling the vanishing gradient problem faced by 

RNN. LSTM was designed by Hochreiter and Schmidhuber that resolves the 

problem caused by traditional RNNs and machine learning algorithms. LSTM 

can be implemented in Python using the Keras library. 
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Fig.26. Long Short-Term Memory (LSTM). 

- LSTM Equations: 

 

 

- Gate Recurrent Unit (GRU): 

GRU or Gate Recurrent Unit is an advancement of the standard Recurrent 

Neural Network (RNN). 

GRUs are very similar to Long Short-Term Memory (LSTM). Just like LSTM, 

GRU uses gates to control the flow of information. They are relatively new as 

compared to LSTM. This is the reason they offer some improvement over 

LSTM and have simpler architecture.  
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Fig.27. Gate Recurrent Unit (GRU). 

- GRU Equations: 

 

 

 

 

 

 

- Bi-directional Gated Recurrent Unit (Bi-GRU): 

A Bi-GRU layer works by applying two GRU layers on the data; one in the 

forward direction and one in the reverse direction. 

                                                                                    

 

 

                                                                                        Fig.28. Bi-GRU 

 

-  
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- system configuration: 

This project can run on commodity hardware. We ran entire project on an Intel 

Core i7 processor with 8 GB Ram, 4 GB Nvidia Graphic Processor. First part of 

the is training phase which takes 50-60 minutes of time and the second part is 

testing part which only takes few seconds to make predictions and calculate 

accuracy. 

- Hardware Requirements: 

• RAM: 4 GB 

• Storage: 500 GB 

• CPU: 2 GHz or faster 

• Architecture: 32-bit or 64-bit 

- Software requirements: 

• Operating System: Windows 7 and above or Linux based OS or Mac- 

OS. 

•  Python 3.5 in Jupyter-Notebook or Python 3.5 in Google Colab is 

used for data pre-processing, model training and prediction. 
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4.2.6. Mobile APP System? 

1. UI Phase.  

2. UX phase. 

 

• User Interface (UI). 

User interface (UI) design is the process designers use to build interfaces 

in software or computerized devices, focusing on looks or style. Designers 

aim to create interfaces which users find easy to use and pleasurable. 

 

• Tools: 

o Adobe XD.  

o Adobe Illustrator. 

 

 

Fig.29. User Interface phase (Adobe XD). 
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Fig.30. User Interface phase (Adobe Illustrator). 

• User Experience (UX). 

User experience (UX) design is the process design teams use to create 

products that provide meaningful and relevant experiences to users. UX 

design involves the design of the entire process of acquiring and integrating 

the product, including aspects of branding, design, usability and function. 

 

• Mobile APP Structure. 
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Fig.31. Mobile APP Structure   
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At this stage, we will build the mobile application using the flutter cross platform, 

& Dart programming language and then we will link it to our Deep Learning 

model so that this application serves as smart platform from which the investor 

will starting his safety journey in the world of trading. 

 

• Flutter is a cross-platform framework that targets developing high-

performance mobile applications.  

• Flutter was publicly released in 2016 by Google. 

 

 

 

Fig.32. Flutter Features. 
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• Traditional APP Development 

 

 

 

 

 

 

 

 

Fig.33. Traditional APP Development. 

 

• Firebase APP Development 

 

 

 

 

 

 

 

 

Fig.34. Firebase APP Development. 
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• Firebase.  

 

Firebase is a powerful platform for your mobile and web application. 

Firebase can power your app’s backend, including data storage, user 

authentication, static hosting, and more. 

 

Firebase Services? 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.35. Firebase Services. 

 

• Cloud Firestore:  

is a flexible, scalable database for mobile, web, and server development 

from Firebase and Google Cloud Platform. It is a NoSQL document 

database that lets you easily store, sync. 
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• ML Kit:  

is a mobile SDK that brings Google’s machine learning expertise to 

Android and iOS apps in a powerful yet easy-to-use package. Whether 

you’re new or experienced in machine learning, you can implement the 

functionality you need in just a few lines of code. There’s no need to have 

deep knowledge of neural networks or model optimization to get started. 

On the other hand, if you are an experienced ML developer, ML Kit 

provides convenient APIs that help you use your custom TensorFlow Lite 

models in your mobile apps. 

 
 

 

 

 

 

 

Fig.36. Deploy Deep Learning Model (Flutter Stage). 

• Authentication: provides backend services, easy-to-use SDKs, and ready-

made UI libraries to authenticate users to your app. It supports 

authentication using passwords, phone numbers, popular federated identity 

providers like Google, Facebook and Twitter, and more. 

 

 

 

 

 

 

 

 

 

  

Fig.37. Application Screen 

(Authentication Required) 
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• Real-time Database: is a cloud-hosted NoSQL database that lets you store 

and sync between your users in real-time. The Real-time Database is really 

just one big JSON object that the developers can manage in real-time. 

 

 

 

 

 

  

 

 

Fig.38. Real-Time Database 
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Chapter 5 

Results and Discussion 
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We have built a system of two parts, a part of artificial intelligence that predicts 

future stock prices, and a part of the mobile system that monitoring stocks price 

movements with the possibility of analyzing them using the available analysis 

methods, with the possibility of buying and selling shares and presenting them to 

the user. This part was linked to our developed artificial intelligence model, and 

now we will display the application’s screens . 
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Phase-I 

- Data Preprocessing and Deep Learning Model Results. 

 

statistical analysis of our dataset: 

Descriptive statistics include those that summarize the central tendency, 

dispersion and shape of a dataset’s distribution. 

 

For numeric data, the result’s index will include count, mean, std, min, max 

as well as lower, 50 and upper percentiles. By default the lower percentile 

is 25 and the upper percentile is 75. The 50 percentile is the same as the 

median. 

 

Table.1. Statistical analysis of dataset 

 

 open high low close volume 

count 216883.0 216883.0 216883.0 216883.0 216883.0 

mean 119.0 119.0 119.0 119.0 11230.0 

std 11.0 11.0 11.0 11.0 25509.0 

min 94.0 94.0 94.0 94.0 0.0 

25% 109.0 109.0 109.0 109.0 3896.0 

50% 117.0 117.0 117.0 117.0 6786.0 

75% 130.0 130.0 130.0 130.0 11751.0 

max 141.0 141.0 141.0 141.0 2110106.0 
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- Correlation Coefficient between features of dataset: 

 open high low close volume 

open 1.000000 0.999976 0.999972 0.999972 -0.030462 

high 0.999976 1.000000 0.999947 0.999978 -0.029033 

low 0.999972 0.999947 1.000000 0.999971 -0.031974 

close 0.999972 0.999978 0.999971 1.000000 -0.030500 

Volume  -0.030462 -0.029033 -0.031974 -0.030500 1.000000 

Table.2. Correlation Coeff between the features of dataset. 

 

- Data Visualization: is the representation of data through use of common 

graphics, such as charts, plots, infographics, and even animations. 

 

- moving average: is a technical indicator that market analysts and 

investors may use to determine the direction of a trend. It sums up the 

data points of a financial security over a specific time period and divides 

the total by the number of data points to arrive at an average. It is called a 

“moving” average because it is continually recalculated based on the 

latest price data. 

 

 

 

 

 

 

 

 

 

 

Fig.40. moving average 24 hours & 30 days. 
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Fig.41. moving average 30 days & 50 days. 

- Statistical Analysis. 

box plot: displays the five-number summary of a set of data. The 

five-number summary is the minimum, first quartile, median, third 

quartile, and maximum. In a box plot, we draw a box from the first 

quartile to the third quartile. 

 

 

 

 

 

  

 

 

 

             Fig.42. Box Plot (Statistical Analysis of Data). 

 

• Outliers: 

Outliers are data points that are far from other data points and 

they can distort statistical results. 
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Fig.43. The first step of the outliers search  (box plot). 

 

 
 

Fig.44. The first step of the outliers search  (histogram). 

 

Log Transformation: 

“Using the log transformation to make data conform to normality.” 
The normal distribution is widely used in basic and clinical research studies to model 

continuous outcomes. Unfortunately, the symmetric bell-shaped distribution often does 

not adequately describe the observed data from research projects. Quite often data 

arising in real studies are so skewed that standard statistical analyses of these data yield 

invalid results. Many methods have been developed to test the normality assumption 

of observed data. When the distribution of the continuous data is non-normal, 

transformations of data are applied to make the data as "normal" as possible and, thus, 

increase the validity of the associated statistical analyses. The log transformation is, 

arguably, the most popular among the different types of transformations used to 

transform skewed data to approximately conform to normality. 
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Fig.45. The third step of the outliers search (Log transformation). 

Now we can clearly see the outliers of data on the box plot figure 

and take appropriate action. 

 

 

 

 

 

 

 

 

 

Fig.46. The Last step of the outliers search (box plot). 
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• Correlation coefficient representation . 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.47. Correlation Matrix. 
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- Deep Learning Model Results: 

• Model Summary: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.48. Model Summary. 
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• Layers and number of params in each layer: 

 
 

 Fig.49. Model Layers and number of params in each layer. 
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• Bi GRU-LSTM Model Results: 

  

 

 

 

                                                                             

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Fig.50. train loss vs test loss 

(Bi GRU-LSTM) 

Fig.51. train MAE vs test MAE 

(Bi GRU-LSTM) 

Fig.52. train MSE vs test MSE 

(Bi GRU-LSTM) 
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Fig.53. IBM Stock Actual Price vs Predicted Price 

(Bi GRU-LSTM) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.54. AAPL Stock Actual 

Price vs Predicted Price 

(Bi GRU-LSTM) 

 

 

(Bi GRU-LSTM) 

Fig.55. GOOG Stock Actual   

Price vs Predicted Price 

(Bi GRU-LSTM) 

 

 

(Bi GRU-LSTM) 
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(Bi GRU-LSTM) Model Evaluation: 

 

 

 

 

 

 

 

 

 

• GRU-LSTM Model Results: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

testing results: 

  

R2: 0.9942, MAE: 0.2073, MSE: 0.0918 

  

training results: 

  

R2: 0.9990, MAE: 0.0047, MSE: 4.5065e-05 

  Fig.56. train loss vs test loss 

(GRU-LSTM) 

Fig.57. train MAE vs test MAE 

(GRU-LSTM) 
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Fig.59. IBM Stock Actual Price vs Predicted Price 

(GRU-LSTM) 

 

  

Fig.58. train MSE vs test MSE 

(GRU-LSTM) 
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(GRU-LSTM) Model Evaluation: 

 

 

 

 

 

 

 

 

  

Fig.60. AAPL Stock Actual 

Price vs Predicted Price 

(GRU-LSTM) 

 

 

(Bi GRU-LSTM) 

Fig.61. GOOG Stock Actual   

Price vs Predicted Price 

(GRU-LSTM) 

 

 

(Bi GRU-LSTM) 

testing results: 

R2: 0.9707 , MAE: 0.6277 , MSE: 0.4694 

  

training results: 

  

R2: 0.9981 , MAE: 0.0075 , MSE: 8.9253e-05 
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• LSTM Model Results: 

 

 

  

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

  

  Fig.62. train loss vs test loss 

(LSTM) 

Fig.63. train MAE vs test MAE 

(LSTM) 

Fig.64. train MSE vs test MSE 

(LSTM) 
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Fig.65. IBM Stock Actual Price vs Predicted Price 

(LSTM) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Fig.66. AAPL Stock Actual 

Price vs Predicted Price 

(LSTM) 

 

 

(Bi GRU-LSTM) 

Fig.67. GOOG Stock Actual   

Price vs Predicted Price 

(LSTM) 

 

 

(Bi GRU-LSTM) 
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(LSTM) Model Evaluation: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.68. All Model Processes. 

 

 

Phase II 

- Mobile Application Results: 

 

 

testing results: 

  

R2: -2.9528, MAE: 6.9952, MSE: 63.4849 

  

training results: 

  

R2: 0.8624, MAE: 0.0394, MSE: 0.0068 

Dataset 

 

 

(Bi GRU-

LSTM) 

Preprocessing 

 

 

(Bi GRU-LSTM) 

Train set 

 

 

(Bi GRU-LSTM) Validation 

 

 

(Bi GRU-

LSTM) 

Model Selection 

 

 

(Bi GRU-LSTM)vv

 

Building Model 

 

 

(Bi GRU-LSTM)vv

 

Test set 

 

 

(Bi GRU-LSTM)vv

 

Model Deployment 

 

 

(Bi GRU-LSTM)vv
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• Application Intro Screens. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 Fig.69. APP Intro Screens. 

 

 

(Bi GRU-LSTM) 
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• Login Layout. 

The fourth page that comes to users after installing the applications with 

these facilities: 

Register Now:  first time to use app. And to create new account. 

Login: if user already have an account whether if as admin or investor. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Fig.70. Login Screen. 

 

 

(Bi GRU-LSTM) 
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• Register Now Layout. 

It requires user data to be stored at database like: first name, last name, 

mobile number, e-mail and password. 

If user type is admin, then a system verification code must be entered. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Fig.71. Register Now Screen. 

 

 

(Bi GRU-LSTM) 
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• Home Layout. 

Here, there are the stocks that available for the users to trade on and the 

profit and loss rate for each stock. 

 

 
 

Fig.72. Home Screen. 
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• Stock state Layout. 

Here we display a line chart of the stock price over the day, week and 

month frames. 

 
 

 
 

 

          Fig.73. Stock state Screen (Line graph). 
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• Candle stick chart layout. 

Here we display a candle  stick chart and some technical analysis tools that help 

the user to make appropriate decisions in the trading process on the minute, hour, 

day, week and month frames . 

 

 
 

 

            Fig.74. Candle stick chart Screen. 
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• Wallet Screen. 

Here we give the user many permissions to link different bank accounts, 

withdraw and deposit money, to be able to buy and sell stocks. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

Fig.75. Wallet Screen. 

 

 

(Bi GRU-LSTM) 

Fig.76. Buying stocks screen. 

 

 

(Bi GRU-LSTM) 
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• Analysis Layout. 

This section is concerned with the future prediction of prices, support 

prices, and various resistances for the stock. 

 

 
 

Fig.77. Analysis Phase. 
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• Other application features. 

Other features related to the application, such as contacting us, searching 

for favorite stocks, and settings…etc. 

 

 
 

Fig.78. APP features. 
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Chapter 6 

Conclusion & 

Future Work 
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6.1. Conclusion. 

To develop the Deep Learning/ (IEEE 2941-2021) prediction model, the 

implementation process should be gone through relevant data collection, data 

preprocessing to remove noise and missing values. Analyzing the best Algorithm 

followed by model evaluation. This Project   uses the Recurrent Neural Network 

(RNN) with BiGRU-LSTM cells to predict the movement of stock market 

exchange. 

The results show that the Deep Learning/ (IEEE 2941-2021) model is prone to 

give more accurate result than the traditional machine learning algorithms. 

This model can be proven to be productive for individual traders as well as for 

corporate investors. They can get the future behavior of market price movement 

and take the proper action to make a profit. 

 

In future work, the project should be considered different features and aspects of 

the market to make prediction more accurate. Also, we intend to use reviews of 

the users on the product to predict the change in the market. 

 

 

 

 

 

 

 

 

 

 

 

 

  Conclusion and Future Work 
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6.3. Appendix. 

Sample code: 

• Libraries. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.79. Libraries (Model Code). 

• Importing Dataset. 

 

 

 

 

 

 

 

 

 

 

Fig.80. Dataset &Data Shape (Model Code). 



95 | P a g e  
 

• Data Scaling. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.81. Data Scaling (Model Code). 

• Data splitting 

 

Fig.82. Data splitting (Model Code). 
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• Model Structure. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.83. Model structure and Regularization technique (Model Code). 

• Model evaluation. 

 

Fig.84. Model evaluation (Model Code). 
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Fig.85. flutter libraries. 

 

Fig.86. main dart code. 


